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Abstract.

Commercialy available Unmanned Aerial Vehicles (U

executing a three dimensional trajectory. On theg fir: age of development
we solved the localization problem using ia\markers and tested a PID
controller to make the vehicle follows a given trajectory (a lemniscate); as
results, we show flight data captur uring real flights. This development
would facilitate the integratiomof e complex flight behaviors than
GPS only guided flight plans.

1 Introduction

In order to ma
the vehicl h
to navigate autonomously. So, given a fully functional

ard camera, we aimed to: a) guarantee a safe operation of
ate it with respect to a fixed reference frame on the ground,

following sections describe the accomplished intellectual develop-
ments, the architecture of the control application, its capabilities and further
ossible developments.
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Unmanned Aerial Vehicle

Fig. 1: The three-layer software architecture for an autonomous robot. Q

2 Related work

o
A robot consists of a series of highly heterogenous system: xom—

plex in nature and require an orchestrated integration to nyproperly,
some of those features to name a few are: multi-robot cgardinatigd, collision
avoidance, human interaction and planning. TherefQug o) architectures
are proposed to organize by hierarchies the module different func-
tionalities; among one of the most important, to have a digital
representation of the environment on the compufer controlling the robot.

The hierarchical architecture of the con ication is based on designs
already tested in mobile robotics, such as the one proposed by Chen et al.
[1] (see Fig.1). The architectyre cofisidts of three layers: a) the Low level
control layer allows to directl&a and access all hardware peripherals
in real-time. b) the planner is proc at gives the current status of the
robot and its environment, tes a plan for the robot to achieve a certain
goal, ¢) the sequencer is diate layer between the low level control
and the planner that i a set of well-tested [7] behaviors that can
be used in sequence to > the plan created by the planner.

Similar it e one shown on Fig. 1 have been used for service
robotics, ipdus interacting with humans [2] and a group of identi-
i description may differ, but all of their corresponding

le > Ground Control Station (GCS) ]
b“iﬁe[.n Software application I
3 monitoring, )
§ fault ‘__.[ Planner ]::lnvu'onn{ent o
=l detection, information gf.;
é diagnosis, e and g
g isolation, Sequencer UAV =
2 toleration flight ]
e 4 statements -
= 1
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t mentioned by Luna-Gallegos et al. [7] can be grouped into the
r layer mentioned on this paper as a set of well-tested behaviors.
Ow'the field of UAVs, control architectures have been tested following a
active approach, i.e. they act proportionally to an error metric, usually
efined by finding and tracking an object with computer vision [12, 11]. On
this article, we describe how we plan to develop a three layer architecture for
the control of UAVs and the first steps we have taken.
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(a) The AR-Drone. (b) Front side of the Solo

Fig. 2: The two drones tested. Q
. O

3 Hardware description

This work was successfully tested with two different vehicl h we
had to use two different versions of the Low level co er.JThe first
UAV we tested was the Solo from 3D Robotics, which i patible with the
MAVLink protocol [8] and the second vehicle we W e AR-Drone

v2. Both platforms are ready-to-fly UAVs and fegtu omboard monoscopic
camera and a WiFi link.

To connect to the AR-Drone, we used th kage created to control it with
ROS. The software development was based on Linux operating system
and the Robotic Operating System S) [9]. For the Solo (see Fig. 2b) we
used Gstreamer! to receive th@vid and Dronekit (the python library
created to interface with UAVs cdmpatiblg with MAVIink) to gain access to
the vehicle. For each vehicle ave a hirdware remote control, the pilot has
the option to intervene or n asic maneuvers such as take-off and landing.
We gave a bigger prior pi¥t commands over autonomous control; in
case of unforeseen situ@ the pilot can bypass the autonomous control
hardware controller.

onboar Increasing the independency of the UAV from the Ground
Contgol Stagion (GCS).
Proposed approach and methodology

The overall disposal of all components, according to the three layer architec-
ture structructure is shown in Fig. 3. The hardware interface to the AR-Drone

1 Webpage: http://gstreamer.freedesktop.org/
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Fig. 3: The three-layer architecture for the UAV @

was the only component fully functional and running on R 1s de-
velopment started. From top to bottom we show the an planner
a

node, the planner remains as future work. The trajectérygplann€r generates
the lemniscate trajectory and defines the desired p folgphie drone rq(¢).
The low level control consists on several nodes, the o) eing a hardware
interface to the flight controller of the drone aRd mera. The current

state estimation is accomplished with the uler vision and kalman filter
nodes, the current state is then used to define a"Ppoper control command in
the error estimation and PD control odes.

As mentioned before, we a%ir e the UAV using visual feedback
to command it and describe a_cértain_trgfectory. The proposed scenario is
shown on Fig. 4, the UAV rilies arfificial markers fixed on the ground,
pointing its camera downwardSathe video feed and navigation data are sent
to the GCS for processi also shows the reference frames attached
to the monoscopic ca the world reference frame 117, the center of
i e NID frame (X: North, Y: East, Z: Down).

Dealing wit ialmeglationships between reference frames is a very com-
mon task ics, expressed as homogeneous transformations VgT the
rigid body sforation from reference frame ' to 11/ is denoted by:

W — I/IC/R' Mc/:t
¢ 0 1

R € SO(3) and "Ut are the rotation and translation components,
respectively. We used the work from Foote [3] to manage all rigid body trans-
mations. Note that by solving VgT, we can locate I3 with respect to I1/. Be-
cause the camera is rigidly mounted on the UAV gT is known beforehand and
the location of /3 with respect to 11 can be computed with 5T = 5T VgT_l.
To compute méT we used the technique developed by Garrido et al. [4]; which
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Ground control station
Portable personal computer
and the controller of the Solo

Fig. 4: The use case scenario for the 3DR Solo. E &erence frame,

the color convention is: X axis red, Y axis greerny a axds blue. Notice the
orientation of /3 is similar to the N /2D refereifcq fr

consists on segmenting from the i s taken by the camera the artificial
markers located on the groun(Ne e size of every marker is known,
the pose of the camera is estimated fr 11 the detected corners.

We added a Kalman filte over yr I' to improve the resilience to errors
i easurements, camera parameters, corner
detection, image recti Wand pose estimation. The state vector for the
Kalman filter was defi
and velociti

with respect toGL. e inertial sensors onboard the UAV, we receive the
horizontal cit ponents with respect to the 5 reference frame, current
flight’s hei nd drientation z; = [vg, vy, h, V)i s at 200Hz; the a priori
estima thealman filter was updated using the inertial measurements

W by rotating ¥ radians around the yaw ¢ axis. The state

I AR T o A = =1
Y —

Zpy1 = A Y1 = A
¢ ¢

Zp1 = hy Vi1 = Y
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The a posterioristep runs at 24 Hz, a slower rate than the a pgiori,
measurement the pose of the camera 120 = [, y, z, Y]k, estimated b

the latest estimation for the pose of the UAV with respect t
For now, the trajectory to be described by the vehj
defined as a parametric function rg(t) that defines th ired

pose (Euler angles: roll 64, pitch ¢4 and yaw 14, s

irected graph using nodes as reference frames
and labels on edges as the ses that update the spatial relationship be-

and target frames of t pgeneous transform. Then, the error measure-
ment is giv

T R.t T Brm—
5T = [oe 11 =TT

fte omp sing (0, ¢,1). = R, on its three Euler angles we can com-
command using a Proportional-Derivative controller:

Ky [rd(ze_ x] + Ka(tq — %)

where x = [z,y,2,¢] and X = [a’c,y,z',z[)] are estimated by the Kalman
filter described before.
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5 Results

e e e e
e =]

=t —

(a) Artifical markers and the AR-Drone. (b) The virtual scneariaon R

Fig. 6: The software architecture working, creating a virtual repr t109P01

the real world and locating the drone with resect to the centgl of

h Uco
board.
The proposed approach was tested with the A &amd the 3DR

e
Solo. The AR-Drone was modified, so the front,c a pointed downwards
and we could get a higher quality image fro 0 ground level. The
Solo had a gimbal installed, as a result, w ically had to compute gA
using the navigational data we received from t AV. The camera settings
for the GoPro are very versatile, for #his exercise, we used a narrow field of

view with a resolution of 1028 %7208pi The AR-drone was flown indoors
at a maximum altitude of 1. etery, tile Solo flew outdoors and gained
altitude to 5 meters above ggolind level:

The computer vision algori was set to track a board of artificial mark-

ers with different sizes; #0 2 SOIB the board measured 1.4 x 2.4m and 2 X 5
artificial markers, for &M Drone we used a board 4 x 4m and 20 x 21
markers (segfiig. application here described creates a virtual repre-
Rviz, an standard tool on ROS; what is shown on

display the results as measured by the computer vision
ecuting the lemniscate maneuver in « and y coordinates with
. The ry plot is the desired trajectory, corresponding to the
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Fig. 7: Navigation data of an actual flight of the vehicle describing the Ig
cate trajectory. On both graphs we display the desired trajecty, @he esti
position and the error metric.

6 Conclusions and future work

We have discussed a three layer architecture intend the £ontrol of UAVSs,
that successfully guided the vehicle to describe sie Splinedrajectory. Because
the framework we used for this developmenterung on multiple platforms, in-
cluding ARM on embedded computers, it ible to execute it onboard
the UAV. Further development on the Sequencer and Planner layers would
make the UAV and autonomaqus agght*and leads the way towards a swarm
of UAVs. Additionaly, the p&er efined the waypoints will be ex-
tended with a path-finding alglrithm. is architecture will make possible
to integrate far more comp ight plans and do not only rely on GPS for
positioning.

This document sho
and implementation rd
UAV. We
system wigh an

esdlts from the first step on our development

. The next step is to execute it onboard the

ooking forward to extending the computer vision
metry approach.
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